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## Discrete probabilistic systems
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\mathcal{D}(X)=\left\{\mu: X \rightarrow[0,1] \mid \sum_{x \in X} \mu(x)=1\right\}
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and its variants

$$
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$$
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- become available as examples for coalgebra results
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\begin{aligned}
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An equivalence $R$ on the states of a simple Segala automaton
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$$ is a bisimulation iff



$$
\begin{aligned}
s R t & \Rightarrow\left(s \xrightarrow{a} \mu \Rightarrow(\exists \nu) t \xrightarrow{a} \nu, \mu \equiv_{R} \nu\right) \\
& \Leftrightarrow\langle s, t\rangle \in \operatorname{Rel}(\mathcal{P}(A \times \mathcal{D}))(R) \quad \equiv \equiv_{R}=\operatorname{Rel}(\mathcal{D})(R)
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$$
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## Basic natural

## transformations

- $\eta: 1 \Rightarrow \mathcal{P}$ with $\eta_{X}(*):=\emptyset$,
- $\sigma:_{-} \Rightarrow \mathcal{P}$ with $\sigma_{X}(x):=\{x\}$
- $\delta:{ }_{-} \Rightarrow \mathcal{D}$ with $\delta_{X}(x):=\delta_{x}$ (Dirac),
- $\iota_{l}: \mathcal{F} \Rightarrow \mathcal{F}+\mathcal{G}$ and $\iota_{r}: \mathcal{G} \Rightarrow \mathcal{F}+\mathcal{G}$,
- $\phi+\psi: \mathcal{F}+\mathcal{G} \Rightarrow \mathcal{F}^{\prime}+\mathcal{G}^{\prime}$ for
$\phi: \mathcal{F} \Rightarrow \mathcal{F}^{\prime}$ and $\psi: \mathcal{G} \Rightarrow \mathcal{G}^{\prime}$ (both with i.c.),
- $\kappa: \mathrm{A} \times \mathcal{P} \Rightarrow \mathcal{P}\left(\mathrm{A} \times{ }_{-}\right) \quad$ with $\quad \kappa_{X}(a, M):=\{\langle a, x\rangle \mid x \in M\}$,
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$\mathcal{P}, \mathcal{D}$ are monads,
but $\mathcal{P D}$ is not
- Monad for probability and nomaeter....
(a vicious combination) Varacca'O2, Varacca\&Winskel'06
used for traces of systems with probability and nondeterminism Jacobs'08
- Probabilistic anonymity Hasuo\&Kawabe'07
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## Live beyond sets

the category of measure spaces and measurable maps closed w.r.t.ø, complements, countable unions
objects: measure spaces $\left(X, S_{X}\right)$

## arrows: measurable maps <br> $$
f: X \rightarrow Y \text { with } f^{-1}\left(S_{Y}\right) \subseteq S_{X}
$$
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$$
\mathcal{G}\left(X, S_{X}\right)=\left(\mathcal{G} X, S_{\mathcal{G} X}\right)
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all subprobability measures

$$
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## Markov and Giry

- Markov processes are coalgebras of the Giry monad on Meas
- The Giry functor (monad) acts on objects and arrows as

the smallest $\sigma$-algebra making the evaluation maps measurable

$$
\begin{aligned}
& e v_{M}: \mathcal{G X} \rightarrow[0,1] \\
& e v_{M}(\varphi)=\varphi(M)
\end{aligned}
$$
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## Markov and Giry

- Markov processes are coalgebras of the Giry monad on Meas
- The Giry functor (monad) acts on objects and arrows as

$$
\mathcal{G}(f)\left(S_{X} \xrightarrow{\varphi}[0,1]\right)=\left(S_{Y} \xrightarrow{f^{-1}} S_{X} \xrightarrow{\varphi}[0,1]\right)=\varphi(M)
$$
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 bisimilarity is difficult to handle- Meas may not have weak pullbacks
so people turned to analytic or Polish spaces
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## Measure spaces are fine

- bisimilarity is the problem

- behaviour equivalence is the solution Danos, Desharacais, Laviolette, Panangaden '04/'06

No need of Polish/ analytic spaces

all works smoothly
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## Jac

$$
\begin{gathered}
\eta: A \rightarrow \mathcal{S F}(A) \\
\eta(a)=\{\alpha \in \mathcal{F}(A) \mid a \in \alpha\} \\
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\text { maps a measure space to } \\
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\end{array} \\
\text { filters, upsets closed under } \begin{array}{l}
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# Logical characterization via dual adjunctions 

Jac

$$
\begin{gathered}
\eta: A \rightarrow \mathcal{S F}(A) \\
\eta(a)=\{\alpha \in \mathcal{F}(A) \mid a \in \alpha\} \\
\xlongequal[g: A \longrightarrow \mathcal{S}(X) \quad \text { in MSL }]{f: X \longrightarrow \mathcal{F}(A) \quad \text { in Meas }} \\
\text { via } \xlongequal[x \in g(a)]{a \in f(x)}
\end{gathered}
$$

$$
{ }^{G} C_{1} \text { Meas }^{o p} \xrightarrow{\leftarrow} \mathrm{~S}^{\tau} \bigcirc K
$$
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## Final message

often just nice examples
also some interesting results

## need advertising

- Both discrete and continuous probabilistic systems are coalgebras
- Observation: behaviour equivalence (cospan) is more suitable than bisimilarity (span)
- Measure spaces are enough, one can forget about Polish or analytic ones (unless one loves them)

